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Abstract. This paper deals with the simulations of scattering by tree seface using Two-
Scale Model (TSM) and the realistic unified sea spectrum ioua bistatic configurations.
After a brief theoretical presentation, our numerical tes(scattering matrix coefficients) are
compared with measured data, with a semi-empirical mode€l@D5) and with other analyt-
ical models (Small Slope Approximation) in backscatter@ogfiguration. Then, we study the
influence of sea parameters (wind speed and wind directo) the co- and cross-polarization
signature in various bistatic configurations.

Finally, we present the simulation of the signal receivedbybserver above the sea when
a plane incident wave impinges on the ocean surface.
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1 INTRODUCTION

As for naval military detection, civil coast surveillance satellite remote sensing, radar ac-
tivities in maritime environment require more and more istad models of the electromag-
netic scattering by the sea surface. In truth, the intevadtetween an electromagnetic wave
and ocean-like rough surfaces has been extensively studibe scientific literature. For in-
stance, we can cite the Kirchhoff Approximation (KA) [1-8g Small-Perturbation Method
(SPM) [4-6], the Phase Perturbation technique (PP) [7h8]|rntegral Equation Model (IEM)
[2,3,10-14], the Small Slope Approximation (SSA) [15-1Bg Université Catholique de Lou-
vain (UCL) model [19-22] or the Two-Scale Model (TSM) [23}25

In other respects, the description of the sea wave phenolmEnéed to intense research
activity and many papers deal with this issue. In partigulae ocean surface modelling as a
function of wind speed and direction can be found in variafenrences [26—33]. As a matter
of fact, the roughness of the sea surface is characterizeddpectrum or a slope probability
density function that takes into account several physiaedmeters. In this paper, only Cox &
Munk slope distribution [26, 27, 34], semi empirical specotr[35] and unified spectrum [33]
were considered.

As a matter of fact, the relation between the wave heighttspetthe sea and the observed
radar cross sections is a very classical issue in oceanioteesensing. Since the late sixties,
the work of Wright [36] illustatres the relation between ttoeighness of the sea and the sea
clutter in L, C and X-band. A decade later, Valenzuela [37blmhed a review about the
interaction of electromagnetic and oceanic waves. Neetts, until very recently, the most
part of the previously published papers deal with the baattedng configurations, [38—40].
Articles considering the foward-backward configurations far less numerous [41-43], and
those dealing with others bistatic configurations remaéms [23].

The purpose of our study was to evaluate the co- and crossipation scattering by the
ocean surface in any bistatic configuration using a TSM aggravith various wind conditions
(speed and direction). It is noteworthy that the analysithefbistatic signals is a growingly
importantissue in remote sensing because more and more oklistatic systems (with various
sources of opportunity) have been investigated for seyesais.



In this paper, a special focus is given to numerical resuits @mputational simulations.
Finally, to put our computations into practice, we preséetgimulation of the signal received
by an observer above the sea when a plane incident circydatéyized wave impinges on the
ocean surface. As a matter of fact, this part correspondssimplified model for a bistatic
system (based on GPS signal) applied for remote sensingti@stin a maritime environment.

2 SEA SURFACE DESCRIPTION

Usually, the sea roughness is assumed to be a non time-ggriignomenon and the sea sur-
face is considered as an ergodic and stationary randomgsacavhich the height is denoted
z(z, y).

In these conditions, the spectrum and density probabilitgets appear as the most used
descriptions of the sea roughness. In addition, it is e&dentstress the fact that our TSM
approach involves the knwoledge of both spectrum and slapets.

2.1 Sea Slope Distribution

In the 50’s, Cox and Munk [26, 27, 34] generated a reliableisampirical slope distribution
law, based on the analysis of sun glitter photographs. A @ispn with the gaussian law is
given in appendix A. This probability density function givas a function of wind speed and
direction was applied to our TSM approach.

2.2 Sea Surface Spectrum

Therefore the Cox and Munk probability density functionnsts. out as the only realistic sea
slope distribution, many sea spectrum have already begropenl. The Gaussian spectra based
on correlation distancé and wave variance [10, 44, 45] are too simplistic, and have to be
rejected. Hovever, more elaborated models exist and caly basevaluated.

In any case, without loss of generality, the sea spectragmecsed to be in the form:

S(K, ¢) = M(K)f(K, ¢) (1)

where M (K) represents the isotropic part of the spectrum modulatedh&ynhgular function
f(K, ¢). K and¢ are respectively the spatial wave number and the wind dinectin this
paper, we will refer to two models from the literature: Seanipirical and Unified spectrum [33,
35].

2.2.1 Semi-empirical spectrum

The semi-empirical sea spectrum is based upon Pierson stuglies [28, 46]. This spectrum
is essentially characterized by the fact that the sea waeagqrhenon is explicitly split into

two parts. On the one hand, capillary waves directly drivgrite wind are mathematically
described. On the other hand, gravity waves related to thedl swe described using another
mathematical expression.

Figure 1 illustrates thé/ (K') omnidirectional elevation spectrum behavior of the sea sur
face with the spatial wave number for two wind speed values.

To account for the anisotropic effect due to wind directiBigrson et al. [46] came up with
the angular functiorf (¢). Later, Chan et al. [47] introduced a more elaborated amduitetion
denotedf (K, ¢).

As shown in figure 2, the angular function of the Pierson-Mwgkz model is centrosym-
metric and has a peak of attenuation at the cross wind directi

Although Pierson-Moskowitz model is far more realisticafopared with Gaussian spectra,
several inconsistencies remain. More specifically, to amgie spectrum continuity property,
low-frequency spectrum had to be lowered by a factor of 2383.[This concession can easily
distort all applications based on this spectrum.
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Fig. 2. Sea surface spectra: (Angular function)

2.2.2 Unified spectrum

The unified spectrum [33] was introduced by Elfouhaily etrallB97. The purpose was to
propose an improved sea spectrum that relies heavily oreearbrks [35, 46, 47] but that is
in better agreement with observations [26, 27, 32]. Indeedlipus models are either in some
parts in discordance with observations [35] or shows arely undesirable aspects such as
discontinuities across wavenumber limits, nonphysicalrtg or adjustment parameters and
noncentrosymmetric directional spreading function.

Based on previous spectral developments [28, 29, 31], tlifeedrspectrum definition is
much more robust since its analytic expression is avail&meall the wave number bands.
As a matter of fact, the unified spectrum is the sum of two comepés (capillary and gravity
waves), each of which is dominant when situated in its fregydand. Moreover, the unified
spectrum takes in account the fetch influence on the wave/ietia3]. Figures 1 and 2 respec-
tively show the fully developed isotropic unified spectrundahe unified spreading function
behavior for different wind velocities. It is to be noted thiae spreading function answer the
centrosymmetric property as required by Guissard et al. [48

When comparing the semi-empirical and the unified omnidiveal spectra figure-1, we



notice a difference of about 10 dB for the low wavenumberss Than be justified by the Fung
transformation to answer the Pierson-Moskowitz spectromtiouity. In a similar way, the
Fung transformation involves significant differences kesw both spreading functions, espe-
cially for crosswind and up/downwind directions. Furtheme, these differences increase with
wind speed. Finally, with sea slope distributions and seatsa as known, the following section
presents the estimation of the electromagnetic scattégrraggiven sea surface.

3 BISTATIC RADAR CROSS SECTION
ESTIMATION
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Fig. 3. geometry of the surface bistatic scattering problem

The roughness of the ocean surface induces a well-knownatégagion of the electromag-
netic scattered plane wave. LEt andE® represent the Jones vector of the transmitted and
received electromagnetic waves, respectively (see fig 8indJan orthogonal linear (HV) po-
larization basis, the components of the scatté&dnd the incidenE’ electric field expressed
in the polarization bases{, h®), and ¢, h) respectively are linearly related.
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Many approaches were developed to evaluate the electratiagiea surface scattering
matrix. However each of them is an approximation and is basegiarticular assumptions and
conditions.

3.1 Kirchhoff Approximation

The electromagnetic formulation of the Kirchhoff Approxation (KA) [49] is based upon the
second Green theorem for vectors. It states that a scafieté@t any point within the source-
free region bounded by a closed surface can be expresseadis o¢the tangential fields on the
surface [3,7,9].

Once the tangential fields are determined, the scatteredcdéel be computed. The validity
conditions of the KA, due to analytic reasons, have beely fidtailed in the literature [50]
(kL > 6 andR. > )), whereL states for the surface correlation length, ddis the average
radius of curvature for the rough surface. Under this assiompthe analytical evaluation of
the scattered field remains difficult.

To obtain a more tractable expression, two additional apsioms can be made: the scalar
approximation (physical-optics PO) and the stationarysphepproximation (geometric-optics
GO) [7,51,52]. The former one is based on assuming that tleesumface slope is small,



whereas the latter approximation supposes that the varihaight is larger than the incident
wavelength [50, 53], and therefore this approximation aetees the polarization of wave scat-
tered for a given direction.

The contribution of the rough surface becomes identifieth wiplane wave reflected by an
infinite plane of the same electrical properties and tangeahy of the specular points.

KA is valid for a surface with roughness scale and averageature radius larger than the
electromagnetic wavelength. In a few words, this approadpécifically used in the adopted
model for the specular component determination.

When both the surface standard deviation and the corral#&iogth become smaller than
the wavelength, another standard model must be considéredsmall-Perturbation Method
(SPM) [4].

3.2 Small-Perturbation Method

The Small Perturbation Method (SPM), conventionally btttéd to Rayleigh [6] and contin-
uously developed [4,5, 7, 9], is valid for a slightly roughfage with respect to the incident
wavelength. This approach applies to the cases when the plifference due to height varia-
tion is much smaller tha2w, and the slope surface is much smaller than unity.

In practice, this approach is most of the time appropriatemtne roughness of the surface
can be considered as shallow with respect to the electroetiagmavelength.

This model leads, directly from Maxwell equations and reflety coefficients [51,52] to a
system of six differential equations [4, 23, 50]. Using thistforder of the Fourier series expan-
sion, the differential system can be reduced to a simplelsnensional scalar linear system [7].

Contrary to the previous model, SPM does not fit the expertaiatata for the specular
component. On the other hand, this model is really approgaiwhen the scattering is situated
between specular and grazing angles. It is noteworthy tharhzing scattering neither the KA
nor the SPM are able to estimate the electromagnetic field.

3.3 Small Slope Approximation

The Small Slope Approximation (SSA) was proposed by Voradctoet al. [15—18] in order to
reconcile SPM and KA. This approach assumes that the slépesghness are small compared
with the angle of incidence and scattering. A noticeableattaristic of SSA is that no explicit
separation between different roughness scales is required

It clearly appears [52] that SSA has a wider validity domdiart the KA and SPM ap-
proaches. Nevertheless, numerical complexity, speaiatign dealing with grazing angles [54,
55], constitues the main limitation of this approach. SS¥olaes a double integral (one space
and one frequency variable) with an oscillating complekigd kernel that exhibits branch cuts
and singularities [56].

3.4 CMOD

In addition to analytical approaches, empirical models agam radar scattering, such as the
CMOD family of C-band for European Remote Sensing Wind &catheter (ERS-1 and -2) ,
are widely used to provide quantitative information aboirdifields [57]. More recently, the
CMODS5 model was validated with a great number of measuresraend can be considered as a
reliable reference. However CMOD models are only valuatdackscattering configurations.
Itis also important to see that, as any empirical appro&ehCMOD models do not easily lead
to physical interpretations.



3.5 Two-Scale Model

In this paper, the presented simulations in bistatic condigon are mainly based on a Two-
Scale Model (TSM). Generally speaking, the basic idea liefi&M approaches is to take
advantage of KA and SPM in two separate validity domains.
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Fig. 4. Geometry of a surface bistatic scattering in the Beale Model

For instance, we can cite the UCL model [19-22]. It consi$ta ecalar summation of
the KA and SPM under appropriate conditions. In this paperfocus in a particular TSM
introduced by Fuks [58] and Fung et al. [10] in backscattgdanfiguration and validated by
Khenchaf et al. [23, 24, 50] in bistatic configurations fomée&mpirical sea spectra.

In this approach, sea surface scattering is estimated irstes. First, we focus on small

scale waves using the small perturbation model, then byiagtiprocess we may easily deter-
mine the global component (see fig-4).
Assume the incident wavg' to be

E' = Eoa with Eg = |Egle 7% -

wherea is the unit polarization vector (vertical polarizatioror horizontal polarizatior), & is
the wave-number of the illuminating wave, andis the unit vector in the incident direction.
In the local reference frame the incident field can be writien

E'=EV + Ej.h = ((@av )V + (ah))h')E, (4)

and the locally scattered field due to incident waves is
ES = (E5V,+E;h, =[S|E

S?)gv’EZ/ + S?);h’E;,:/ (5)
Sh;U’EZ}/ + Sh;h’E;L/

where S, is the scattered field for unit incident fields calculatechgsbmall Perturbation
Method. Then the scattered field can be written as

E* = B .V + B _Jh, = [S]E' (6)



where the scattering matrix [S] is given by

Vievg  hlvg
s= v ]

S?Jé,?)’ S?)gh’ V/ -V V/ . h
|:Sh;v’ Shgh/ :| |: h/.V h/h :| (7)

For the received polarization p{ or h,) and the transmitted polarization q 6r h), the
scattered polarization and depolarized fields are obtd2#&db0] from

Eye = (Vop){(QV)Suyw + (a-h)Sun } Eo
+(h/ep){(qvl)5hgv’ +(qh')Shgh/}E0 (8)

Thenthe averag(aE;qE;fq,> with respect to the large-scale roughness can be calcidatbd
rewritten in terms of the scattering coefficients, [23-25,50] as a function of the transmitter
polarizationg and the receiver polarizatign From the previous mathematical developments
we notice that TSM is based on the SPM approach adapted toniedigate and grazing angles
by the tilting process.

However the here presented TSM is not adapted to evaluatgptwilar component. Ac-
tually, the approach applied in the present paper is a coitgpbSM. The specular component
evaluated using the KA is added to the TSM evaluation [50]vextbeless, for the sake of
simplicity, this composite TSM approach is only called TSMtie following.

Finally, it worth to highlight the fact that the TSM has a widgpplication domain than
the KA and the SPM approaches. It covers the small and the laayes. In other word our
composite bistatic TSM approach is very well adapted torest the specular electromagnetic
fields as well as intermediate and grazing ones.

4 SCATTERING MATRIX SIMULATION

In the previous sections, we presented a brief outline déaiht models for electromagnetic
scattering (KA, SPM, SSA, CMOD, TSM) and sea roughness (axrk probability density
function, Pierson-Moskowitz and Elfouhaily spectra). Thain purpose of our study consists
in the comparison of these various approaches. More pigctaeg numerical study underlines
the influence of these different theoretical models in alistonfiguration.

Although the bistatic configuration is our main subject,fitst part of this numerical section
is dedicated to the backscattering configuration in ordeptapare our results with the already
published theoretical studies and experimental data.

Itis noteworthy that in a backscattering or in any forwawtkward configuration the cross-
polarization components only represent the depolarinatitect of the sea surface. Using the
classical models (KA,SPM), this phenomenon is not takemactount and the cross polariza-
tion coefficients are assumed to be null. Astonishingly, tuthe local tilting processes, the
cross polarization coefficients estimated with the TSM ane zero terms. The validity of these
coefficients in backscattering or in forward-backward ogufations is not investigated in the
present study, nevertheless the cross polarisation coempeare also presented in our numer-
ical simulations. Anyway, it is important to notice that inyaother bistatic configuration the
cross-polarization coefficients mainly represent a geamedtation between the incident and
the scattered frames of reference. In these cases, théyalithe TSM approach is absolutely
justified.
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Fig. 5. Backscattering coefficients with different modetsi4GHz, T = 20°C, S=35ppt, wind
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(a,¢),00.v (b,d)), KA (o1 (8,C),00.0 (b,d)), SSA 61,1 (a,C),00,+ (b,d)) are compared with Voronovich
experimental data [18])

4.1 Backscattering Configuration

The backscattering configuration is obviously of utter imigaoce in many applications as clas-
sic radars, satellite SAR images [59] and others electromtigsensor systems. Therefore, the
numerical results in scientific references are almost g@@len for backscattering problems.
That is the reason why at first we present our numerical etialhsin this context.

Thus the backscattering configuration involves that ingigamission and reception direc-
tions must be the same and the corresponding azimuth differequal tor. If we refer to
figure 3, we must assume the following relations:

0 =0, and  ¢s=d+m 9

The first simulation, see (figure 5), deals with the incideangle effect on the scattering
coefficients. The electromagnetic frequency is fixed to 14 &k, Band), the scale-dividing
parametek, (for the two-scale model) is set to one third of the emissiamewvnumberi,; = %),
the wind speed to 5 m/s then to 15 m/s at a 10 meters altitudecabe sea surface and the
emitter is supposed to be in the downwind direction. More,TBM and the SPM are evaluated
using the unified spectrum (Elfouhaily spectrum).

For KA and SPM only direct-polarization cross sectioag,(ando,,) are estimated. As
the same way as previous studies [18], we compare the thesdhgipredicted backscattering
cross sections dt’,-Band versus the empirical SASS-1l model, based on thredimsai Seasat



measurements [60, 61]. The SASS-II model was also confirgenbimparisons with airborne
measurements [62, 63]. In examining the data points [18% usgfig-5), several items of
importance may be deduced from the graphs. First, thereash@rgood agreement between
the calculated cross sections and the ocean measuremegetsditey on the used approach
and sea representation. Near the normal (specular regibadkscattering configuratich=

0s € [0°, 20°]) KA is really fitted to the data. This observation appearagclsince the KA
hypotheses are fulfilled in this configuration.

In the median regiond( = 6, € [25°, 60°]) SPM, as well as the TSM and the SSA are
the adequate approaches for this domain. In this case wageslatively small compared to
the spatial wave number. For the grazing angtes=(6; > 60°) neither the KA nor the SPM
are adapted to determine the scattering matrix coefficigfitsvever the TSM approach gives
credible results. Indeed when focusing in the local refeefiname we can use SPM since we
respect its hypothesis, the averaging result by the slogtellition (tilting process) will adapt
the results to the global reference.

If we compare the TSM with the SSA approach, we can noticetti@tifference is not
really significant. Nevertheless, it must be underlined,tfar large incident angles (above
60°), SSA raises great numerical problems and does not proeidble results. Futhermore,
contrary to TSM, cross polarization is not yet modeled uSSa\.

This simulation shades light on the influence of wind upondleetromagnetic sea surface
scattering. As wind velocity decreases, the electromagseattered field goes primarily in the
specular direction (the normal direction in the backscaiteconfiguration). In the opposite
case, the increase of the wind velocity involves that thetedenagnetic amplitude is signifi-
cantly attenuated (several dBs).
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Fig. 6. Backscattering coefficients using different seaspéF=14 GHz,T = 20°C, S=35ppt,
wind speed=15 m/s (at 10 m))

Besides, from the graph (figure 6) we may evaluate the implaitteovarious sea surface
representations (sea spectra) through the backscatteseffjcients. The results point out a
difference of 0 to 2 (dB) between the Unified spectrum and #mismpirical spectrum, for
any coefficients.

In the next graph (figure 7) we analyze the wind direction wfice upon the sea surface
scattering. The incident angle is then fixedit¥ and we vary the azimuth relative to upwind
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Fig. 7. Wind direction effect on backscattering coefficeft14 GHz,T' = 20°C, S=35ppt, wind
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speed fromD° to 360°. Simulations were computed for a wind speed of 12 m/s andrior a
altitude of 10 meters above the sea surface. Results arearethwith data presented by [39].

Figure 7 reveals that electromagnetic coefficients reagin thaximum for both the upwind
and downwind directions and their minimum at the cross wiréations. TSM and SPM
confirmed their validity for the intermediate domain sinesults are in good agreement with
Moore et al. [39] data for an incidence angledof. The Kirchhoff approach is not exploitable
in this case since we are far from the specular region.

In figure 8 we deduce the velocity wind influence on the elenagnetic scattering by the
sea surface for differentincident angles: near specdlar 20°), intermediateq = 40°) and in
the grazing angles zoné & 80°). Simulations are compared with CMOD-IFR2 data published
by Lemaire et al. [64].

TSM results are in a good accordance with CMOD measurempetsaly for the interme-
diate anglesq{ = 60°) and both sea spectra show a good agreement for all applcddimain.

In the next section, different configurations will be treshte order to compare the electro-
magnetic scattering models using the unified spectrum.

[ e=20°

| 6=80°

L-"; 10 1‘5 2‘0
Windspeed (m/s)
Fig. 8. Wind velocity effect on backscattering coefficiefuisF=6.5 GHz,T" = 20°C, S=35ppt
and wind azimuthb,,;,q = 135°. The continuous, the dotted and dashed lines represeriresp
tively the TSM using the unified spectrum, The TSM using thmisempirical spectrum and

the CMOD-IFR2 model [64]



4.2 Forward-Backward Configuration

In this configuration, we set the emitter incident anglé@d then to80°. The emitter azimuth
is 0°, wind relative azimuth i8° (upwind), the electromagnetic wave frequency is 14 GHg (
Band), receiver azimuth i$80° and we let the receiver incident andle vary from —90° to
90°. This configuration enables the evaluation of both the dpeand the diffuse components.
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Fig. 9. Scattering coefficients (forward-backward confagion) F=14 GHz, T20°C, S=35ppt,
wind speed=5 m/s (at 10 m),=180°, =60° (a,b) and¥=80° (c,d))

Figure 9 confirms the limits of the two classical approachebstae supremacy of the two-
scale model. This later cover specular, intermediate aadythzing regions. For any polar-
ization coefficient, the TSM and the KA correspond to the sasténation in the specular
direction area (more or le%)°). This remark illustrates the fact that our TSM approactcis a
tually a composite TSM. For vertical polarization, the TSMalmost similar to the SPM outside
the specular lobe. For horizontal polarization, this stegst is only valid if the incident angle
is not too large. Fof#=80°, the SPM curve is about 5dB lower than the TSM one.

From a general point of view, the forward-backward configjorais a particular case of the
bistatic configuration [65]. We fix the emitter and let the itios of the receiver vary in the
emitter plane. In the next paragraph we present the genistatib configurations [24, 66] for
different emitter and receiver positions.



4.3 Bistatic Configuration

In this section, in order to provide a global view of the sedeame electromagnetic scattering,
we set the emitter angles #560° and¢=0° and we vary the receiver position, whekec [0°,
90°Tand¢, € [0°, 360°].

g, (dB)

o 0 observed angle 6_°
azimuth ¢ ° observed angle 6, azimuth ¢ ° gt B

200

° 0 o
observed angle 9S azimuth 0’ observed angle es

(c) (d)
Fig. 10. Scattering coefficients (bistatic configuratioglB GHz, 7' = 20°C', S=35ppt, wind
speed=15 m/s (at 10 np=0° andh=60°

azimuth (ps"

From (fig-10) one notes that in vv and hh polarizations, tlateced signal energy is mainly
located in the specular region. On the opposite, cross igelhcoefficients reach a minimum
in the plane of specular propagatiaf,€0° or ¢,=180°). In this plane, the cross polarization
is only due to the depolarization by the sea surface and tiéa@menon provides a quite weak
component. As previously said, in any other bistatic configian, the cross polarization is
mainly due to the rotation between the incident and the esi@ttframes of reference.

To illustrate this statement, we can consider the case wheneceiver azimuth is set §0°
(figure 11). In this simulation, we determine a bistatic cguafation where the emitter incident
angle is fixed respectively #0° and60°, the incident azimuth t6°, relative wind azimuth to
0° (upwind), electromagnetic frequency to 14 GHg¢ (Band) and we let the observed angle of
the receiver), vary from —90° to 90°. Only the two-scale approach is investigated here.

Infigure 11, we can notice that the cross polarired coeffisidominate the direct polarised
ones forf near zero. As a matter of fact, fér= 0, a horizontal component in the incident
frame of reference corresponds to a vertical one in theeseatiframe of reference. In this case
the cross polarized component is not related to any depalwin phenomenon.

In any case, a very important point is that the use of varigstaitic configurations can be a
great source of information for remote sensing applicatior instance, the observation of the
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Fig. 11. Scattering coefficients (bistatic configuratioglB GHz,T' = 20°C', S=35ppt, wind
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wind direction using electromagnetic sensors in bistatimdorward-backward configuration
remains a quite difficult task. In figure 12, we consider theeoaherd) = 0, = 45° and where
the receiver azimutlp, vary from 0 (specular direction) td80° (backscattering direction).
These simulation are done with different wind directio®3 0°, 40°, 60°, 90°).
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Fig. 12. Scattering coefficients (bistatic configuratioglB GHz,7' = 20°C', S=35ppt, wind
speed=15 m/s (at 10 M) =45° andf=45°

It clearly appears that the specular and the backscattéiiagtions are not the most relevant
to study the influence of the wind direction. In other respeate note that the curves corre-
sponding to the direct polarized coefficients have a mininb@tweens; = 0 and¢, = 180°.



It worths to notice that, for vertical polarization, the i@ of the minimum does not seem
to be influenced by the wind direction. On the contrary, thsifimn of the minimum related
to the horizontal component is modified by the wind directidrhis example highlights the
importance of the bistatic configurations to identify prdjfees of the sea surface.

5 ELECTROMAGNETIC SIGNAL SIMULATION

In this section, we simulate, as an illustration of the listeonfiguration, the received signal
scattered by the sea surface when the incident wave is dlatfeese conditions, the simulation
consists to add the contribution of each elementary seasirfEach elementary contribution
is determined using the bistatic scattering matrix. Furti@e, the sea surface is supposed to
be incoherent and the sum of energy is considered.

Nevertheless, this sum must take into account the delajetel® each ray (elementary
contribution). Therefore, we must add the contributionthwhe same delay. In the present
case, these contributions correspond to sea surfaces are¢ladimited by intersection of two
Fresnel ellipsoids, see figure (13(a)).

Receiver -@ Receive®

- /

- /

/
iso-range areg

Sea surface Sea surface

/

(a) Isorange area (b) Angular section
Fig. 13. Elementary area

Then, these annular zones, between two iso-range linedj\aded into a great number of
angular sectors to obtain elementary surfaces, see figa(b){1

As an example, the carrier wave is the assumed to be cirgylatharized. To compute the
scattering coefficients using the TSM approach, the rededignal is split into two linearly
polarized waves (horizontal and vertical components). édwer, the angle of incidence is set
to 45°, the receiver is at 50 meters above the sea and the frequéttoy mcident signal is in
L-band (1.5 GH=z).

These simulations highlight the influence of the sea comktupon the reception of scat-
tered signals in a maritime environment. The figure (14)sillates the modification of the
power density distribution (impulse response) when thethexeconditions change. For a quite
low coefficient on the Beaufort scale, the scattering by geessrface can be reduced to a quasi
specular reflection. But, when the coefficient is higher,difieise component is important and
the average delay of the scattered signals grows.

6 CONCLUSION

In this paper, the numerical simulation of the electromaigrecattering by ocean surfaces is
described, based on TSM approach and realistic descripfitime sea. The comparison with
large amounts of previously published results is carrietd dloreover, the originality of our
study lies in the bistatic configurations that are hardlyr@resented.

Not only our numerical results are consistent with measuiata, with a semi-empirical
model (CMOD5) and with other analytical models (Small Slégroximation) in backscat-
tering configurations, but we also present cross-poladmainon-standard bistatic and large
incident angle (near grazing) configurations.
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Finally, we show that our approach can be usefully appliesiraulate the signal received
by an observer above the sea when a plane incident wave iegorgthe ocean surface.

APPENDIX A: COX & MUNK SLOPE PROBABILITY DENSITY FUNCTION

As previously seen in section 2, the slope distributionareof the most common approaches
used to describe the ocean roughness. The key point is thdatéanine the slope probability
density function.
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Fig. 15. Slope distribution representation (wind sp&ggs = 15m /s andy, = arctan(Z,,))

The first form used in the literature to define sea slope pritibatiensity function was the
Gaussian expression [10,44,45]. As represented in figues and 15(b), we note the function
symmetry in the upwind direction. According to [26], actuklta show that there is some
up/downwind skewness which increases with the wind speesia fesult the most probable
slope at high winds is not zero, with the azimuth of ascennhg downwind. Contrary to
the Gaussian distributions, the Cox & Munk probability dgn&unction is not centered and
illustrates this skewness phenomenon.
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